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Why

• Ceph is an open source project 
– Observability into deployments in the wild

• How many clusters are out there
• Which versions they are running 
• Their storage capacity distribution 
• What drive models they use 
• What crashes they experience 
• ... and more 
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Why

• Developers can get feedback on what features are in use
• Version adoption rate 
• See what CPU, HDD, and SSD models users are deploying 
• Learn about new bugs and issues as soon as possible 
• Prioritize issues 

– Focus on most common bugs 
• Discover crash trends through versions 
• Verify that solutions work 

– Identify regressions 
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Why

• Users can validate their installations by looking at “what is common” 
• No need to actively report issues or open tickets for each crash 
• Use an open data set of crashes to better understand an issue 

– Via our bug tracking system 
• tracker.ceph.com

– See what version it is fixed in 
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What

• First introduced in Mimic (V13, 2019) 
• Community engagement 
• Steady opt-in increase trend 

– ~ 3.7K clusters 
– ~ 1.7 EB total storage capacity 
– ~ 205K OSD 



7

What

• Clusters “phone home” to report anonymized, non-identifying data about their 
installation, configuration, etc. 

• Data is aggregated and presented in public dashboards 
– telemetry-public.ceph.com 
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What

• The telemetry report is compiled daily from several channels, each with a different 
type of information 

• Once the user is opted-in, telemetry channels can be turned on/off 
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What

• Basic channel
– Ceph/kernel versions, cluster size, number of daemons, 

storage utilization, etc.
– On by default 
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What

• Crash channel 
– Backtrace, where in the Ceph code the crash occurred, 

Ceph/kernel versions
– On by default



11

What

• Device channel
– Drive health metrics (SMART)
– On by default 



12

What

• Ident channel
– Contact name, email, organization
– Off by default 
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What

• Perf channel
– Various performance counters, histograms 
– Off by default 
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How

• Telemetry / phone home capabilities are built into Ceph
– A built-in ceph-mgr module, no extra tools are required
– By default home is upstream at telemetry.ceph.com
– If needed, a proxy can be set:
• ceph config set mgr mgr/telemetry/proxy http[s]://<address>:<port> 

• Clusters can be configured to phone elsewhere

• IPv6 connectivity 
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How

• By default telemetry reporting is off 
• Users need to explicitly opt-in, by agreeing to CDLA-Sharing-1.0 license 

– CLI command 
• ceph telemetry on 

– Ceph Dashboard wizard 

• Preview report with: 
• ceph telemetry show-all
• ceph telemetry preview-all
• ceph telemetry show <channel> 
• ceph telemetry preview <channel>
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How

• Reports do not contain sensitive or identifying data like: 
– Pool name
– Host name
– Object name
– Object content 
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How

• Anonymization 
– Cluster is assigned a 128 bit UUID

• For telemetry
– FSID is not reported 
– Disk serial ID is redacted (Device channel) 
– IPs are not stored 
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How

• Re-opt-in on Ceph upgrade 
– On any new data model version 

• ceph telemetry diff

– Otherwise send current opted-in version
• ceph telemetry collection ls
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How

• Separate telemetry reports  
– Anonymized cluster data
– Anonymized device health metrics
– Sent to different endpoints
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How
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Public Dashboards
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Crash Reports

• Crash report content
– Crash id (timestamp + random UUID)
– Daemon type and name
– Ceph version
– Backtrace
– OS information (distribution, kernel version)
– Assert message, condition, function, file (if applicable)

• Along with cluster information (basic channel, if enabled)
– Available / used capacity
– Number of daemons, their metadata, etc.

• Logs are not collected
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Finding Similarities 

• At its backend, telemetry has a crash processor that identifies similarities among 
different raw crash reports

– Groups raw crashes into signatures (fingerprints)
– Represent the same issue

• Across all reporting clusters

• Supports multiple generations / recipes of signatures
– Allows for backward compatibility

• Populates database
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Tracking Issues

• A redmine bot queries the database for the most recent crash signatures
• Maps crash signatures to Redmine issues

– Searches Redmine for these signatures
– Updates an existing issue 
– Otherwise creates a new issue

• Picks the right project 

• Updates issues with essential information from crash telemetry database
– Affected versions
– Sanitized & raw backtrace
– Link to a dynamic dashboard
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Fix Validation

• Identifies regressions
– Opens new issues and links to the original, fixed issue
– Emails if crash is seen in a newer point release of an older major

• Maybe there is no need to open a new issue
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Crash Insights

• A powerful dashboard allows searching by:
– Backtrace frames
– Versions (major / minor) 
– Signatures, all revisions
– Assert function / condition
– Number of affected clusters
– Crash status

• Drilldowns to cluster information
– Capacity (available / used), number of daemons, etc.
– Current cluster version

• Shows trends in crashes through versions
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Breakdown by version
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Crash Insights

• Not all crashes mean Ceph bugs!
– Hardware, IO errors
– Environment / resource limitation / misconfiguration 
– Issues of other dependencies
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Extensive Search
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Crash Fingerprint
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Search by Frame



45

Daily Occurrences 
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Crash Details
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Crash Insights

• Monitoring of crash reports of new releases

• Bug fixes to crashes in the wild
– https://tracker.ceph.com/issues/54653
– https://tracker.ceph.com/issues/54742

• Including backports!

https://tracker.ceph.com/issues/54653
https://tracker.ceph.com/issues/54742
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Crash Insights

• Reported first by a developer:
– https://tracker.ceph.com/issues/52535 
– Crash dashboard helps to estimate when it was first introduced

• Users respond to telemetry crash reports:
– https://tracker.ceph.com/issues/56210

– A fix from the community

• Some users identify themselves
– Allows us to contact them for more crash related information

https://tracker.ceph.com/issues/52535
https://tracker.ceph.com/issues/56210
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Public Dashboards

telemetry-public.ceph.com

https://telemetry-public.ceph.com/


ceph telemetry on


